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Constrained waveform inversion for automatic salt flooding

Abstract
Given appropriate data acquisition, processing to remove 

nonprimary arrivals, and use of an accurate migration algorithm, 
it is the quality of the subsurface velocity model that typically 
controls the quality of imaging that can be obtained from salt-
affected seismic data. Full-waveform inversion has the potential 
to improve the accuracy, resolution, repeatability, and speed 
with which such velocity models can be generated, but, in the 
absence of an accurate starting model, that potential is difficult 
to realize in practice. Presented are successful inversion results, 
obtained from synthetic subsalt models, using a robust full-
waveform inversion code that includes constraints upon the set 
of allowable earth models. These constraints include limitations 
on the total variation of the velocity of the model and, most 
significantly, on the asymmetric variation of velocity with depth 
such that negative velocity excursions are limited. During the 
iteration, these constraints are relaxed progressively so that the 
final model is driven principally by the seismic data, but the 
constraints act to steer the inversion path away from local minima 
in its early stages. This methodology is applied to portions of 
the 2004 BP benchmark and Phase I SEAM salt models, re-
covering an accurate model of the salt body, including its base 
and flanks, and an accurate model of the subsalt velocity struc-
ture, starting from one-dimensional velocity models that are 
severely cycle skipped. This approach removes entirely the re-
quirement to pick salt boundaries from migrated seismic data, 
and acts as a form of automatic salt and sediment flooding during 
full-waveform inversion.

Introduction
High-quality imaging of subsalt and salt-affected seismic data 

in areas that contain geometrically complex salt bodies is seldom 
easy. Success typically requires appropriate multiazimuth, long-
offset, broadband acquisition to provide adequate illumination of 
the salt-affected target, high-quality noise suppression to remove 
all but the primary P-wave reflections, sophisticated migration 
that is able to honor the true subsurface anisotropic velocity model, 
and a means of building a high-resolution approximation to that 
velocity model. Although problems can occur in all four of these 
areas, it is the difficulty of building a sufficiently accurate and 
well-resolved P-wave velocity model that most often ultimately 
constrains subsalt image quality; this paper is concerned with 
addressing that problem.

Typical workflows for subsalt imaging involve the use of reflec-
tion traveltime tomography, sometimes supplemented by full-
waveform inversion (FWI), to build the shallow postsalt velocity 
model. This model is first used to depth-migrate and stack limited-
offset primary reflection data. The position of top salt is then 
picked in depth; such picking often involves significant interpreta-
tive guidance and human decision making. Once top salt has been 
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located with confidence, the section is flooded at salt velocity 
below this picked interface, and the data are remigrated and 
stacked. The position of bottom salt then can be picked on the 
remigrated data, and the subsalt section reflooded with sedi-
mentary velocities derived from wells, from a regional compaction 
trend, or, when circumstances are favorable, from traveltime 
tomography.

In complicated data sets, this workflow typically involves 
multiple iterations, multiple passes of tomography, and much 
testing of different scenarios in which the quality of the final 
image often is used as the ultimate guide as to the accuracy of the 
velocity model. While this workflow-based approach often can 
be successful, it is expensive and time-consuming, it is heavily 
reliant on the skills and experience of its human practitioners, 
and there is no guarantee of an ultimately successful outcome. 
FWI potentially provides a means of building high-resolution 
high-fidelity velocity models that do not require picking and salt 
flooding. However, in the absence of an accurate starting model, 
conventional FWI implementations struggle to build accurate 
representations of rugose top salt, of the interior of potentially 
heterogeneous salt bodies, and of complicated salt flanks and base 
of salt. The role of FWI, therefore, has been limited mostly to 
only a peripheral one in existing practice.

In this paper we explore an alternative approach in which the 
velocity model is built predominantly using FWI applied using 
both refractions and reflections, and in which traveltime tomog-
raphy, direct picking of salt boundaries, scenario testing, manual 
salt and sediment flooding, and conventional workflows have no 
central role to play. 

To achieve this, we combine a robust FWI code with a regu-
larization scheme that has been designed specifically to deal ef-
fectively with complicated salt bodies. We demonstrate the ca-
pabilities of this approach by applying it to synthetic data generated 
from portions of both the 2004 BP velocity benchmark data set 
(Billette and Brandsberg-Dahl, 2005) and the Phase I SEAM 
model (Fehler and Keliher, 2011), and we begin the inversion 
from a simple one-dimensional starting model that does not 
contain salt.

Wave-equation-based inversion with constraints
During FWI, we seek to minimize the following data-misfit 

objective function:

f (m) = ‖dobs – dsym(m)‖2,                        (1)

where dobs are the observed data, and dsym(m) are simulated data 
generated by a wave equation which depends on the unknown 
model parameters m. While the above problem is easily stated, 
developing automatic iterative solution techniques that minimize 
this objective function and produce geologically reasonable velocity 
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models has proven to be extremely challenging, especially in 
complex geologic areas including salt plays that are plagued by 
high-contrast and high-velocity unconformities.

To meet this challenge, industry has so far resorted to labor-
intensive workflows that involve picking of reflection events, 
traveltime tomography, and salt flooding. While these intricate 
workflows have proven to be capable of constructing detailed 
velocity models that produce coherent subsalt images, the results 
typically are not readily reproducible independently of the ex-
pertise and experience of the people involved. Unfortunately, 
efforts to come up with more automatic and transparent workflows 
that produce reliable results have been met with mixed success, 
mainly because these algorithms tend to converge to erroneous 
local minima.

By combining simple constraints, which encode important 
generic characteristics of the geology, with multiple cycles of 
warm-started FWI during which these constraints are relaxed, 
we arrive at a formulation that is able to recover an accurate velocity 
field from complex salt-affected geologic models. These constraints 
remove large areas of the potential solution space that contain 
local minima by forcing the models to have some predefined 
characteristics. In practice, if the constraints are well chosen, this 
approach will slice local minima out of the allowed solution space, 
and therefore a local iteration scheme will be able to converge 
toward the true global minimum without requiring that it begins 
from an unfeasibly accurate starting point.

For velocity models to be geologically plausible, they need to 
have certain characteristics. These characteristics can be encoded 
quantitatively as constraints guaranteeing that inverted velocity 
models comply with our imposed conditions at each stage of the 
inversion. Mathematically, we guarantee this by ensuring that 
updated velocity models, i.e. m0 + Δm where Δm is the model 
update with respect to the current model m0, remain in a certain 
predefined set of feasible models M . After inclusion of these 
constraints, FWI aims to find the model m which minimizes

f (m) subject to m0 + Δm ∈ M .                 (2)

The inversion then proceeds to update the model parameters 
iteratively in such a way that each new model is projected onto 
the closest point in the defined constrained set of feasible models 
M . When the set is convex, this projection is unique; intersections 
of convex sets are also convex.

A simple example of a convex set is that generated by applying 
box constraints, which ensure that the velocity at each grid point 

of the inverted velocity model remains within a defined interval 
that may vary for each grid point. Another example is that 
obtained by applying structure-promoting constraints, which 
are typically expressed in terms of some norm. For instance, the 
set MTV = m :  m TV{ }, with  τ the size of the total-variation 
ball, ensures that velocity models are constrained in the total-
variation norm defined by

m TV =
1
h (mi+1, j –mi , j )2 + (mi , j+1 –mi , j )2

ij
,          (3)

where h is the grid spacing. Because natural images are often 
piece-wise smooth, these total-variation norms often are used in 
image processing to remove noise or to deblur (Rudin et al., 1992).

To illustrate this concept, we can observe how imposing this 
norm reduces the complexity of the well-known Marmousi velocity 
model as shown in Figure 1. For small τ, enforcing the box and 
total-variation norm constraints leads to simplified velocity models 
with feasible velocities (between vmin = 1500 m/s and vmax = 5500 
m/s in this case) that retain sharp reflectors, as can be seen on the 
vertical profiles in Figure 1c. If we relax these constraints (τ ∞), 
then the size of the TV ball increases such that the original model 
will eventually lie within the constraints M , at which point the 
original model will be recovered.

Automatic salt flooding
Salt plays are extremely challenging because they are geologi-

cally complex, comprising sedimentary basins interspersed with 
sharp high-contrast and high-velocity salt bodies. To preserve 
the distinct nature of salt bodies, researchers (Guo and de Hoop, 
2013; Esser et al., 2015) proposed to constrain FWI with the 
total-variation norm. By construction, this norm is designed to 
accentuate the interface between the sedimentary embedding and 
the top, bottom, and flanks of salt. Unfortunately, this approach 
met with relatively little success because FWI continues to fail 
for poor starting models and for data that lack ultralow frequencies 
and ultralong offsets. Through a combination of a new asymmetric 
hinge-loss constraint and multiple FWI cycles, we overcome this 
problem.

It is well known that applying FWI without extensive human 
intervention or without an already accurate starting model has 
been largely unsuccessful in salt-affected areas. As a result, industry 
relies on manual workflows that include picking of top and bottom 
salt, and salt and sediment flooding. As we demonstrate here, the 
same effect can be produced via a one-sided total-variation con-
straint, acting in the direction in which the salt continues. For 

Figure 1. Example of projection onto the intersection of the box constraint for vmin = 1500 m/s and vmax = 5500 m/s, and a total-variation 
constraint of (a) 0.3×, and (b) 0.6×, the original total-variation norm of the Marmousi model. (c) Vertical profile at x = 5000 km for the two 
constrained and the original model. Adapted from Esser et al. (2015).
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salt plays that are illuminated from above, this additional asym-
metric constraint becomes

‖min(0,Dz m)‖
1 
≤ ξ                            (4)

and is given by the sum (the one norm) of the negative vertical 
finite differences, Dz in velocities. It can be seen as a measure of 
the velocity decreases in depth. By setting ξ small, we allow in-
verted velocity models to step into the salt, but we make it unlikely 
to step out of the salt because we only allow a minor amount of 
decrease as we step deeper in the model; the trigger for that be-
havior is that FWI is able to identify top salt as a high-velocity 
contrast that is then forced to extend in depth. On the other hand, 
relaxing the constraint by increasing ξ allows velocity models to 
step down and subsalt velocity lows to build up. This behavior 
suggests a scheme where we gradually relax the constraint.

In optimization, continuation strategies often are employed 
to expedite convergence and avoid local minima. Good examples 
of such a strategy are FWI workflows that start at low frequencies 
and work their way up to higher frequencies to avoid local minima. 
Unfortunately, this strategy is inadequate for salt even if we restart 
FWI beginning with the output of the previous FWI cycle — a 
technique known to emerge from local minima.

However, if we combine this warm-started FWI technique 
with a gradual relaxation of the constraints after each cycle, then 
the inversion results improve dramatically, as shown in Figures 
2 through 6. These figures visually demonstrate that this strategy 
leads to a controlled building of the velocity model as the hinge-
loss constraints are gradually relaxed.

Results
The first model we present is the central part of the BP 2004 

velocity model (Billette and Brandsberg-Dahl, 2005). FWI without 
TV or asymmetric TV constraints clearly fails to converge to a 
global minimum — compare Figures 2b and 2c — because the 
starting model shown in Figure 2a does not contain accurate low 
wavenumbers, which causes convergence to a local minimum. When 
TV and asymmetric TV constraints 
constrain the inversion, the inversion 
scheme converges to the much-improved 
solution shown in Figure 2d.

The salt body in Figure 3 is remark-
ably well recovered with the proposed 
method, which we expect to produce 
good results provided that: (1) the com-
bination of (relaxed) constraints elimi-
nate the adverse effects of local minima 
incurred during the previous FWI 
cycle; (2) sharp reflectors are introduced 
that are of the correct sign; (3) progress 
is made during the previous FWI cycle; 
and (4) the “fine scales” of the previous 
FWI cycle contribute to the “coarse 
scales” of the next cycle.

We also applied this approach to a 
portion of the SEAM model (Fehler and 
Keliher, 2011) that contains a single salt 

body with a rugose top, steep sides, and a complicated base, and 
that contains considerable presalt structure. Figure 4b shows the 
true model. Synthetic acoustic data were generated from this 
model using 96 near-surface marine sources recorded on a single 
fixed spread of 8000 m length containing 196 receivers. The 
two-dimensional model measures 3000 × 8000 m, and the band-
width of the acquisition and the inversion runs from 3 to 12 Hz. 
With this small model and small data set, the full inversion runs 
in a few hours on a single workstation.

Figure 4a shows the starting model. In this model, the water 
velocity and bathymetry are correct; the subsurface velocity model 
is one-dimensional and follows approximately the compaction 
trend of the background basin. The salt body is not present in the 
starting model, the seabed velocity is not correct, and the velocity 
model was not obtained by smoothing the true model. Parts of 
the synthetic data are badly cycle skipped in this model at the 

Figure 2. (a) Starting model; (b) true model; (c) FWI final model; (d) 
FWI + TV and asymmetric TV constraints final model.

Figure 3. Snapshots for (a) the starting, and (b–f) the recovered velocity models, with one-sided 

TV continuation where the value of ξ/ξ
true

 is equal to (b) 0.01, (c) 0.1, (d) 0.2, (e) 0.5, and (f) 0.9. 
Adapted from Esser et al. (2015).
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lowest frequencies available in the data, and conventional uncon-
strained FWI will fail inelegantly.

Figure 4c shows one result of applying conventional FWI to 
this data set. This has captured some of the characteristics of the 
true model, but this result is far from that true model. The re-
covered model represents a local minimum in the objective 
function, produced by a combination of cycle skipping and of 
more subtle effects related to the relative lack of turning energy 
and the difficulties of building sharply defined salt bodies within 

otherwise smooth background models. The exact model generated 
by conventional FWI will vary in detail in response to the fine 
details of the FWI implementation, but any conventional FWI 
code will fail catastrophically for this combination of data and 
starting model.

Figures 5a, 5b, and 5c show a single shot record from the 
starting model, the final conventional FWI model, and the true 
model. While the data from the starting and true models are very 
different, many facets of the data from the final and true model 
are extremely similar. Especially at shorter offsets, this entirely 
erroneous velocity model is able to explain accurately much of the 
reflected and back-scattered energy; this figure illustrates one of 
the reasons that reflection traveltime tomography can have great 
difficulty in recovering useful velocity models from salt-affected 
data sets. The main features that are incorrectly matched by the 
erroneous model are the early fast-turning arrivals and some 
low-frequency short-offset arrivals seen most clearly at about 
1700 m at about trace 150. These features are absent or badly cycle 
skipped in the recovered-model data.

Figure 6d shows the final model recovered by constrained FWI, 
using asymmetric hinge-loss applied in the vertical direction, 
conventional total variation applied in all directions, and fixed veloc-
ity bounds. These constraints have been relaxed progressively as 
the inversion proceeded through several warm restarts; for the final 
model these constraints play only a minor role. Their purpose is to 
guide the models generated in the early iterations toward geologi-
cally realistic outcomes, but, once that is achieved, it is the data 
that increasingly drives the final outcome. Figure 6 and the ac-
companying video show the evolution of the model as the inversion 
proceeds and the constraints are relaxed. Figure 5d shows a shot 
record produced from the final constrained-FWI model.

Clearly, the model recovered by constrained FWI is much 
closer to the true model than could be achieved by conventional 
FWI alone. The data generated by this model match the true data 
closely, and the cycle-skipped early arrivals at longer offsets have 
been captured correctly and reproduced by the model, as have the 
shorter-offset low-frequency arrivals. The inversion is able to 
capture the rugose top-salt boundary and the relatively uniform 
interior of the salt body; the constraints make no assumption 
about the velocity of the salt, and the FWI has recovered this 
velocity directly from the data. 

More significantly, the model has captured the correct depth 
and geometry of bottom salt, the correct geometry of the salt 
flanks, and the correct long-wavelength velocity structure within 
the subsalt section. The velocity model contains some noise, but 
this is straightforward to remove using standard tools, and the 
recovered velocity model provides a good basis for subsequent 
accurate depth migration.

The evolution of the model, shown in Figure 6 and in the 
accompanying video, is interesting. At the very earliest itera-
tions, the constraints are too strong, and they have the effect 
of largely wiping out the starting model while beginning to 
introduce a salt-like body that initially extends to the bottom 
of the model. As the constraints are relaxed, the salt body 
geometry develops, and the velocity within the salt moves 
toward that required by the data. The constraints initially 
mitigate against the formation of a bottom-salt boundary, but 

Figure 4. (a) Starting model; (b) portion of the Phase I SEAM model 
(Fehler and Keliher, 2011); (c) conventional unconstrained FWI 
result; and (d) TV and asymmetric TV-constrained FWI result.

Figure 5. Shot records for (a) the starting model, (b) the true model, 
(c) final conventional unconstrained FWI result, and (d) the final 
hinge-loss constrained FWI result. Red and blue arrows highlight 
the parts of the data that are not properly matched with FWI 
without hinge-loss constraints.
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once top salt and the salt interior are 
formed correctly, the data can over-
come the weakening constraints and 
the bottom-salt and subsalt structure 
appears.

There are two important parameters 
that need to be chosen to make this 
scheme work effectively: the strength 
of the initial constraints and the rapid-
ity with which those constraints are 
relaxed. A safe strategy is to start with 
strong constraints — which we do in 
this example — and to relax these con-
straints slowly. This strategy is always 
likely to work, but a more aggressive 
approach has the potential to converge 
to the same final answer in fewer total 
iterations. We are still exploring this 
trade-off.

Discussion and conclusions
We have shown that a suitably robust FWI code, when coupled 

with constrains based on both total variation and vertical hinge-loss 
asymmetric total-variation, can recover complex salt and subsalt 
velocity models starting from a simple one-dimensional velocity 
model without any manual intervention or picking. We hypothesize 
that the success of our method may well be explained by its con-
ceptual similarity to existing manual workflows. At the start, the 
combination of our total-variation, hinge-loss norms and frequency-
continuation acts to delineate top salt, Figure 3b. Next, subsequent 
iterations effectively carry out a salt flood that allows for a buildup 
of salt down to the bottom of the model, Figure 3c to 3d. As we 
continue to relax the hinge-loss constraint, negative-sign velocity 
updates increasingly are allowed to enter into the solution, which 
leads to a gradual buildup of velocity-lows under the salt, Figures 
3e to 3f. The warm-started cycles in this automatic process corre-
spond to the much more labor-intensive picking of bottom-salt 
reflections followed by tomographical velocity updates.

The examples we have shown here are synthetic, isotropic, 
and acoustic and therefore do not capture all the complications 
that arise within field data. Nonetheless, our results demonstrate 
the clear potential for constrained FWI to replace conventional 
velocity-model-building workflows bringing benefits in turn-
around, cost, repeatability, accuracy, and resolution. 
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